MolNet: A deep network for modeling molecules
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abstract

Recently, transformer has proven to be an effective tool in chemical molecule analysis. In this paper, we propose MolNet: a model combines transformer and graph structure of the molecule. The key idea is that graph structure is used as an attention matrix which is multiplied to the node embeddings of the transformer. This method allows the attention score to perceive the structure of the molecular graph, and make more accurate predictions compared to the original transformer. MolNet achieved 0.1244 on test set of PCQM4M dataset which is a top-3 winner of OGB-LSC at the KDD CUP 2021. The code of MolNet can be found in https://github.com/zouxiaochuan/molnet_kddcup2021.
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1 Our Method

1.1 Feature Engineering

Molecular Features  Atom and bond properties is obtained by the GetXXX(XXX is the property name of atoms or bonds such as FormalCharge, IsInRing, BondType, etc.) method of RDKit library. Besides these properties, we found that atomic 3d coordinates is very useful in this task, we extract one 3d conformer and optimized by MMF method with the default setting.

Graph Structure Features  Graph structure features play a crucial role in our model, every time we add a graph feature, we found the MAE is lower on the validation set. Graph structure features is represented as an attention matrix with the shape of $N \times N \times d$ where $N$ is the number of atoms and $d$ is the number of features. When calculating attention score, all features are mapped to an internal hidden dimension and then sum up. These structural features includes:

- Adjacent matrix: adjacent matrix is obtained directly from the link relationship of chemical bonds. When calculating the attention score, bond features obtained from 1.1 are mapped to an internal hidden dimension.
- Shortest path: the length of the path is used as a category feature. Atoms and bonds in the path are mapped to an internal hidden dimension and sum them up.
- Count of same rings: this feature characterize how many rings between two atoms in the molecule, and is used as a category feature.

All the features are extracted by RDKit and NetworkX [Hagberg et al., 2008], it takes two hours to finish on a 32-core machine for all 4m molecules of PCQM4M-LSC [Hu et al., 2021] dataset. For test set, it takes about 4 hours to extract using a single core cpu.
1.2 The Model

We built our model based on the fantastic library transformers [Wolf et al., 2020], with a minor modification so that our model can incorporate graph structures. This is similar to the method used by BERT [Devlin et al., 2019] when dealing with relative positions.

In the following articles, if we do not specify otherwise, we will not distinguish between atom and node, bond and edge. Suppose \( K, Q \in \mathbb{R}^{N \times h} \) is the key and query embeddings of the transformer and \( A \in \mathbb{R}^{N \times N \times h} \) is the graph feature extracted by [1,1] the attention score is carried out by the following equation:

\[
\text{att}_{i,j} = k_i \cdot q_j^T + k_i \cdot a_{i,j} + q_j \cdot a_{i,j}
\]  

(1)

where \( k_i, q_j \) are i-th and j-th row of \( K, Q \) respectively and \( a_{i,j} \) is the ij-th entry of \( A \). After the attention score is calculated, the rest of the model is the same as the standard transformer [Vaswani et al., 2017] and BERT [Devlin et al., 2019] model.

1.3 Training and Prediction

We tune our hyper parameters(e.g. epochs, batch size, etc.) on the validation set, then fix it and add validation set to training when we preparing our final model. We set the hidden dimensions of MolNet to 256, and number of layers to 20. It takes 3 days to train on a single machine with 8 v100 gpu cards.

We found that the predicted values of the MolNet trained with different initial values are very different on the test set. The average absolute difference is about 0.04 with different initialization. Even with the same initialization and different running epochs, the difference is about 0.015. So we ensemble our model with 3 different versions of MolNet. Each version has slightly different hyper parameters, and we train 100 epochs and 150 epochs on each version. So we get 6 different predictions on the test set and then average them to get our final prediction.

Our best single model on standard validation set of PCQM4M-LSC achieved 0.123 of MAE. When ensemble of 3 models with different initialization, the MAE dropped to 0.120. Our final ensemble model got 0.1244 of MAE on test set, this makes us a top-3 winner of OGB-LSC [Hu et al., 2021] at the KDD CUP 2021.
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